


AGENDA

Introduction

 Why DialogueDNA?

Application Development

 • Use Cases

 • System Flow

 • AI Models & Technology Stack

UI Design

 Interface, user input, and output flow

Demo

 A walkthrough of a real example session

Summing Up

 • Current Status

 • Key Takeaways

 • Open Questions



Why DialogueDNA ?
The Problem

In group conversations​ -

such us lessons, meetings, 

or therapy ​session -

it's often hard to know:​

• Who said what​

• How each person felt​

• What triggered emotional 

shifts​

What Exists Today

There are powerful tools 

available:​​
•Transcription: Whisper, 

AssemblyAI, Azure Speech-to-Text

•Emotion Classification: Hugging 

Face, Affectiva, Microsoft Azure 

Emotion API

•Summarization: GPT, Google T5

However, no existing tool 

combines all three together​​ 

into single, seamless 

solution.​​

Our Goal & Solution

Goal:

Leverage GenAI transform raw 

conversations​​

into emotion-aware, structured 

summaries —

helping people reflect, learn, 

and communicate more 

effectively.​​

Our Solution Combine:

• Speaker identification​​

• Emotion detection (per 

speaker)​​

• Personalized summaries for 

each participant​​





Use Case Scenarios
our system adapts use case by generating emotion-awareness 
summaries tailored to situation and audience.



Tailored AI Summarization – Prompt Styles

Use Case Prompt Style Summary Focus

Customer Support customer_service_summary
Emotional journey, agent evaluation, 

retention insight

Therapy & Counseling
clinical_summary / 

per_speaker_summary

Speaker-specific emotions, 

shifts, psychological patterns

Team Meetings analytical_report
Emotional distribution, trends, group 

dynamics

Personal Stories emotional_story
Emotional nuance, connection, 

authenticity

Combined Use all_in_one
Narrative, emotional flow, 

per-speaker insights – all in one



Real Example: Using Customer Service 
Prompt



Customer Service Prompt



Application Flow



[Speaker 1]: I think we should take a 
break — it’s been intense.  
[Speaker 2]: Yeah, I’m feeling a bit 
overwhelmed too.  
[Speaker 1]: Let’s pause and regroup 
after lunch.

 "speaker": "Speaker 2",

 "text": "Yeah, I’m feeling a bit 

overwhelmed too.",

 "emotions": {

 "sadness": 0.52,

 "fear": 0.21,

 "anger": 0.07,

 "joy": 0.05,

 "surprise": 0.09,

 "disgust": 0.06
 }

The discussion paused after both 
participants acknowledged fatigue.  
Speaker 1 initiated a break, and 
Speaker 2 agreed. 



Behind the Scenes: GenAI Logic

Component Model Used Role in the System

Transcription

Microsoft Azure Speech 

Service (Conversation 

Transcription),
incling Speaker identification

• Speaker identification & timestamped ASR

• Multi-speaker support conversations.

• Delivers structured output to the emotion detection 

layer.

Emotion Detection

Hugging Face – j-

hartmann/emotion-english-

distilroberta-base

• Analyzes text utterance-level emotion classification.

• Identifies six emotions: joy, sadness, anger, fear, 

surprise, disgust.

• Fine-tuned on dialogue-style data

Summarization GPT-4.1 (via Azure OpenAI)

• Generates speaker-aware, context-rich summaries.

• Uses conversation-type-specific prompts (e.g., 

therapy vs. Meeting)

• Supports emotional/contextual nuance

The key models powering transcription, emotion detection, and summarization

Future Plan: Integrate voice-tone-based emotion analysis using acoustic models



DialogueDNA — Technology Stack

AI & NLP Models
Azure OpenAI – GPT-4.1 
→ Summarization

Hugging Face –
DistilRoBERTa → 
Emotion Detection

Azure Speech-to-Text
(with Speaker 
Identification) → 
Transcription

Backend
Python

FastAPI → API endpoints 
and logic coordination

Cloud & Storage
Azure Blob Storage → 
Audio, transcript, 
emotion & summary files

Supabase / PostgreSQL
→ Session metadata & 
state

Frontend
React → UI

React Query → Data 
syncing & state





Settings

• Login Page:

• Input fields for Email and Password

• Soon: “Forgot password?” link

• Sign Up Page:

• Input fields for Full Name, Email, Password, and 

Confirm Password

• Authentication:

• Handled via Suparbase

• Session management and token-based security

• Soon: Supports Google and Facebook login options



• Audio Upload Interface

• Drag-and-drop area or file upload button

• Accepts .wav

• Soon: Accept all types of audio

• Soon: Session Settings

• Language selection dropdown

• Audio Summarization Type

• Speaker count input (optional) 

• File Validation

• Displays file format, size limits, and errors if invalid

• Upload Status

• Clear loading indicator with appropriate text.

• Soon: Real-time progress bar

User Input



• Transcription View:

• Full transcript with speaker labels

• Emotion Analysis:

• Emotion tags per speaker

• X-Axis: Audio time from start to end

• Y-Axis: Intensity level of each emotion

• Summary Generator:

• AI-generated summaries tailored to context (e.g., 

emotional, analytical)

• Soon: Export Options:

• Download emotional analysis, transcript and summary 

as PDF.

Application Output









GENAI REQUIREMENT : BENCHMARK RESULTS 

Summarization Prompt Adaptability

Iterative testing of 

multiple prompt styles 

for different user needs

Summary tone and 

content adjusted to 

prompt type

 GPT-4 passed

Clarity & Personal 

Relevance

Reviewed summaries for 

different speakers in 

real sessions

Covers key content and 

reflects emotional tone
 GPT-4 passed

Component Metric Evaluated Test Method Acceptance Criteria Result

Transcription
Speaker Identification 

Accuracy

Manual comparison of 

speaker

≥ 90% correct speaker 

assignment

 Azure STT passed 

(~93%)

Transcription Quality

Manual reading of 

transcripts from the 

same clips

Fluent sentence 

structure, few omissions
 Azure STT passed

Overlap

Tested on short clips 

where speakers 

overlapped

correct speaker 

assignment

And Fluent sentence 

structure, few omissions

 Azure STT handled 

overlap best

Emotion Detection Emotion Label Accuracy

Compared model 

predictions to manual 

labels on known-

emotion clips

≥ 80% agreement with 

human-labeled 

emotions

 Hugging Face 

passed (~85%)





Status

 What has been done?

• Backend pipeline established
Upload → Transcribe → Emotion analysis 
→ Summary

• User interface developed
Fetch and display session results.

• Session management
Implement via Azure Blob and 
Supabase.

• Emotion-aware summaries
Structured and speaker-specific.

 What will be done?

• Tone-based emotion detection 
Voice emotion detection and combine 
with text analysis for richer insights.

• Refine UI : For improve clarity, flow 
and experience

• Support live mode: For real-time 
conversations, not just uploads.
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