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PROBLEM DESGRIPTION

THE PROBLEM

Researchers in various labs are using a manual system for
documantation actions.

The system also relied on visual analysis and labeling of
shapes and participants’ behavior.

This approach was slow, time-consuming, and not always
accurate.

As a result, collecting and analyzing large volumes of
behavioral data was challenging.
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Upgrading the Tracking Gube Combining Logs Using a VLM
Existing Game Movement with Video



SOLUTION DESGRIPTION

We added automatic logs that record every in-game action - from the game’s
l ‘ start time, through each player’s movement, to the end of each turn, including
the exact time a shape Is saved.

Upgrading the |
Existing Game =



SOLUTION DESGRIPTION

Upgrading the Combining Logs \ Using a VLM
Existing Game with Video

Each movement Is saved with a timestamp,
Including the cube’s final position on the board.

Tracking Cube
Movement 3]



SOLUTION DESGRIPTION

Combining Logs
with Video

| Rty
\Tracl(ing Cube Upgrading the J Using a VLM
Movement Existing Game

Logs are synchronized with video footage to generate accurate insights -

for example, identifying which player Is active at any given moment.
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SOLUTION DESGRIPTION
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Usinga LM

Integration of a visual-language model from OpenAl (GPT-4)
enables joint analysis of Images and text for smart action tagging.
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The video showcases our system in d
e Automatic player identification.
e Real-time movement tracking via
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LOGS

explanation answer time_seconds it

The person on the left is touching the screen with their hand extended and making contact, while the person on the right is not touchi left 2.1 2
The person on the right is touching the screen with their right hand, while the person on the left is not touching the screen. right 4 3
The person on the left is touching the screen with their hand extended and making contact, while the person on the right is not touchi left 8.02 4
The person on the right is touching the screen, as their hand is extended forward and making contact with it, while the person on the  right 12.16 3
The person on the left is touching the screen, as their hand is clearly extended and making contact with the screen, while the person left 17.65 6
The person on the left is touching the screen with their hand, while the person on the right is standing in front of the screen but nottour  left 19 7
The person on the right has their hand extended and appears to be touching the screen, while the person on the left has theirarms d  right 22.33 8
The person on the left is touching the screen with their hand, while the person on the right's hand is not in contact with the screen. left 24 .22 9
The person on the left is touching the screen, as their hand is clearly extended and making contact with the screen, while the person left 26.3 10
The person on the right is touching the screen with their right hand, while the person on the left is not touching the screen. right 30.21 11
The person on the right is touching the screen with their right hand, while the person on the left is not touching the screen. right 33.38 12
The person on the left is touching the screen with their hand extended and making contact, while the person on the right is not touchi left 35.54 13
The person on the right is touching the screen with their finger clearly extended towards it. right 39.57 14
The person on the right is touching the screen, as their hand is extended forward and making contact with it, while the person on the  right 42.55 15
The person on the right has their hand extended and appears to be touching the screen, while the person on the left has theirarms d  right 45.77 16
The person on the left is touching the screen, as their hand is clearly extended and making contact with the screen, while the person left 47.66 17
The person on the left is touching the screen, as their hand is clearly extended and making contact with the screen, while the person left 49 18
The person on the right is touching the screen, as their hand is extended forward and making contact with it, while the person on the  right 51.44 19
The person on the right has their hand extended and appears to be touching the screen, while the person on the left has theirarms d  right 55.44 20
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SOLUTION ARGHITEGTURE

DURING EXPERIMENT:

m LOGS VIDEO
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SOLUTION ARCHITEGTURE

TEGHNOLOGIES:




SOLUTION ARCHITECTURE "=

DESCRIPTION OF TECHNOLOGIES “a

Game Engine — Built with Python and PsychoPy for graphic interaction,
precise timing and structured logging.
openCV - A well known library for computer vision, we use it mainly to extract
frames from the video at giving practicular time stamps.
VLM - Uses a vision-language model (GPT-4) to match video frames with
player actions.

Sync Module — Aligns video and logs for accurate real-time behavior
analysis, including synchronization with OCR-based event detection.



We aim to automate the process of detecting the experiment’s
starting point:

Goal: Automatically identify the game’s opening frame — the one
showing the start screen.
How: By using OCR (Optical Character Recognition) technology
to detect keywords from the opening frame screen.
Outcome: Automatic trimming of the video from the exact
moment the experiment begins — with no need for manual
intervention.

WHAT'S NEXT?




WHAT'S NEXT?

Goal: . .

Accurately detect who touched the screen by sampling several
frames in window and taking the majority of the decisions.
How:

Extract three frames around the touch event, process with
OpenCV, and analyze using OpenAl’s vision model to select the
most reliable result.

Outcome:

Improved accuracy in identifying screen interactions.







